
2025/04

Xueyao Zhang 
The Chinese University of Hong Kong, Shenzhen

Controllable and Unified Speech and Singing 
Voice Generation



About me

📎 Vevo (ICLR 2025): Controllable and Unified Speech Generation [Paper] [Code] [Model] 
🧑💻 Vevo2 (Ongoing): Extend Vevo to Singing Voice Generation [Blog] [Code] [Model]

Xueyao Zhang (张雪遥) 

Third-year PhD student, Supervised by Prof Zhizheng Wu 
School of Data Science, CUHK-Shenzhen 
Homepage: https://www.zhangxueyao.com/ 

Amphion co-founder 
Project: https://github.com/open-mmlab/Amphion (9k stars) 

Research interest 
Speech Generation 
AI Music

https://openreview.net/pdf?id=anQDiQZhDP
https://github.com/open-mmlab/Amphion/blob/main/models/vc/vevo/README.md
https://huggingface.co/amphion/Vevo
https://veiled-army-9c5.notion.site/Vevo1-5-1d2ce17b49a280b5b444d3fa2300c93a
https://github.com/open-mmlab/Amphion/tree/main/models/svc/vevosing
https://huggingface.co/amphion/Vevo1.5
https://drwuz.com/
https://www.zhangxueyao.com/
https://github.com/open-mmlab/Amphion


Vevo: Controllable Zero-Shot Voice Imitation with Self-Supervised Disentanglement
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🤔 Question 1
How can we accomplish various 
zero-shot imitation tasks using a 
unified framework?

🤔 Question 2
How can we minimize dependency on 
annotated data to maximize the benefits 
of large-scale self-supervised learning?

🤔 Question 3
How can we effectively decouple 
timbre, style, and content to 
achieve controllable generation?

Content What to speak?

Style How to speak?

Timbre Who speaks?



Inference Pipeline: Single forward pass, Versatile tasks
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[Input] Speech (Ui) or Text (Ti)
[Prompt] A reference speech (Ur)

Unify TTS and VC  
Credit to content-style tokens 
that decouple timbre 

Identity-preserving zero-shot 
style conversion 

Credit to content tokens that can 
be considered as pseudo texts.



Key idea: Codebook size as the disentanglement bottleneck
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① From hidden features to content-style tokens, we can see that the timbre leakage issue is significantly mitigated. (S-
SIM to ref/src: 0.250/0.505 -> 0.403/0.236). Meanwhile, style information is largely preserved (FPC: 0.824 -> 0.797).

② From content-style tokens to content tokens, we observe substantial removal of style information (FPC: 0.797 -> 
0.706).

Content-style Tokens

Content Tokens

Starting point 
of information 

filtering



Content-Style Modeling (Content to Content-Style)

6

Training Inference

Remove the style information 
like unit-level duration 



Acoustic Modeling (Content to Acoustic)
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Training Inference



What can Vevo do?
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Input Style Reference Timbre Reference Results

I don't really care what you call me. 
I've been a silent spectator, watching 
species evolve, empires rise and fall. 
But always remember, I am mighty 
and enduring. Respect me and I'll 

nurture you; ignore me and you shall 
face the consequences.

Arabic-accented, Male Female Arabic-accented, Female

American-accented, Female

N/A

Arabic-accented, Male

American-accented, Male

Arabic-accented, Male

Arabic-accented, Male

Input Arabic-accented, Female

Style and Timbre 
Controllable TTS

Zero-Shot Accent 
Conversion

Style and Timbre 
Controllable VC



Conclusions
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Style and timbre controllable zero-shot TTS and VC. 

Zero-shot style conversion (including accent and emotion). 

Fully self-supervised learning, easy to scale up.



Recognition in the Field
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— Wei-Ning Hsu @ Meta (HuBERT, 
VoiceBox, Textless S2ST, …)

— Kaizhi Qian @ MIT-IBM (AutoVC,  
SpeechSplit, ContentVec, …)



Vevo2: Unified Generation for Both Speech and Singing Voice
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• Unique Capabilities of Vevo2 

• Text to Singing 

• Humming to Singing 

• Lyric Editing 

• …


